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Single Scattering Optical Tomography (SSOT)

Uses light, transmitted and scattered through an object, to
determine the interior features of that object.

If the object has moderate optical thickness it is reasonable to
assume the majority of photons scatter once.

Using collimated emitters/receivers one can measure the
intensity of light scattered along various broken rays.

Need to recover the spatially varying coefficients of
light absorption and/or light scattering.



Florescu, Schotland and Markel (2009, 2010, 2011)

So if the scattering coefficient is known, then the reconstruction of
the absorption coefficient is reduced to inversion of a generalized
Radon transform integrating along the broken rays.
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V-line Radon Transform (VRT) in 2D

Definition

The V-line Radon transform of function f (x , y) is the integral

Rf (β, t) =

∫
BR(β,t)

f ds, (1)

of f along the broken ray BR(β, t) with respect to line measure ds.

The problem of inversion is over-determined, so it is natural to
consider a restriction of Rf to a two-dimensional set.



Geometry: Slab vs Disc

Available directions

Stability of reconstruction

Hardware implementation (?)



Full Data

Theorem

If f (x , y) is a smooth function supported in the disc D(0,R sin θ),
then f is uniquely determined by Rf (φ, d), φ ∈ [0, 2π], d ∈ [0, 2R].



Inversion Formula

R̃f (ψφ, td) = Rf (φ, d) +Rf (φ+ π, 2R − d)−Rf (φ, 2R), (2)

for all values φ ∈ [0, 2π] and d ∈ [0, 2R].

f (x , y) =
1

4π

2π∫
0

H
(
R̃f ′t

)
(ψ, x cosψ + y sinψ) dψ (3)

where H is the Hilbert transform defined by

Hh (t) = − i√
2π

∫
R

sgn (r) ĥ(r) e irt dr . (4)

and ĥ(r) is the Fourier transform of h(t), i.e.

ĥ(r) =
1√
2π

∫
R

h(t) e−irt dt. (5)



Inversion Formula

Issues with the support

Interior problem

Other methods without loss of information

Rotation invariance



VRT in a Disc: Partial Data (G.A., S. Moon 2013)

Theorem

If f (x , y) is a smooth function supported in the disc D(0,R), then
f is uniquely determined by Rf (φ, d), φ ∈ [0, 2π], d ∈ [0,R].



Fourier Expansions

Denote g(β, t) := Rf (β, t).

f (φ, ρ) =
∞∑

n=−∞
fn(ρ) e inφ, g(β, t) =

∞∑
n=−∞

gn(t) e inβ,

where the Fourier coefficients are given by

fn(ρ) =
1

2π

∫ 2π

0
f (φ, ρ) e−inφdφ, gn(t) =

1

2π

∫ 2π

0
g(β, t) e−inβdβ.



Inversion Formula

Mfn(s) =
Mgn(s − 1)

1/(s − 1) +Mhn(s − 1)
, <(s) > 1 (6)

where MF denotes the Mellin transform of function F

MF (s) =

∞∫
0

ps−1F (p) dp,

and hn is some fixed function. Hence for any t > 1 we have

fn(ρ) = lim
T→∞

1

2πi

∫ t+Ti

t−Ti
ρ−s

Mgn(s − 1)

1/(s − 1) +Mhn(s − 1)
ds. (7)



Definition of hn

If 1 < t < 1
sin θ then

hn(t) = (−1)ne inψ(t)
1 + t cos[ψ(t)] + t2 sin[ψ(t)] sin θ√

1−t2 sin2 θ√
1 + t2 + 2t cos(ψ(t))

−e in[2θ−ψ(t)]
1− t cos[2θ − ψ(t)] + t2 sin[2θ − ψ(t)] sin θ√

1−t2 sin2 θ√
1 + t2 − 2t cos[2θ − ψ(t)]

,

hn(t) = (−1)ne inψ(t)
1 + t cos[ψ(t)] + t2 sin[ψ(t)] sin θ√

1−t2 sin2 θ√
1 + t2 + 2t cos[ψ(t)]

, 0 < t ≤ 1

and hn(t) ≡ 0, for all t > 1
sin θ . Here ψ(t) = arcsin(t sin θ) + θ.



Numerical Reconstruction (G.A., S. Roy 2015)



Numerical Reconstruction (G.A., S. Roy 2015)
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Fig. 7: Reconstructions with 5% multiplicative Gaussian noise.

(a) Phantom (b) Reconstructed

(c) Reconstruction with 5% multiplica-
tive Gaussian noise.

Fig. 8: Reconstructions of a set of phantoms.

respectively. This suggests rank approximations too far away
from half-rank approximations can either lead to loss of data
or lead to blow-offs which results in improper reconstruction.

2) Test Case 2 - Combined set of phantoms: In this
test case, we consider a set of phantoms represented by a
combination of disks with varying intensities and at different
locations and a square frame as shown in Fig. 8. Fig. 8b
shows the reconstruction with θ = π/6 for 400 equally spaced
discretizations in ρ. Fig. 8c shows the reconstruction with 5%
multiplicative Gaussian noise.

We see in Fig. 8b and Fig. 8c that inside the disc of
radius sin θ, we have good reconstructions even with coarser
discretizations. Outside the disc of radius sin θ, we see blurred
reconstructions. This is due to lack of stability which will be
described next in Sec. IV-C.

C. Stability and Artifacts

It is a well established fact that image reconstruction in
limited data tomography suffers from various types of artifacts.

The two most common ones are the blurring of the true
singularities of the original object, and the appearance of false
singularities that did not exist in the original image (“streak
artifacts”) (e.g. see [6], [15]). Here we explain the nature of
each of these artifacts, and discuss their appearance in our
reconstructed images.

In problems of inverting generalized Radon transforms
that integrate a function along smooth curves, one can use
standard results of microlocal analysis to predict which parts
of the object’s (true) singularities will be recovered stably,
and which parts will be blurred. In simple words, one can
expect to recover stably only those singularities that can
be tangentially touched by the integration curves available
in the Radon data (e.g. see [20] and the references there).
However, if the generalized Radon transform integrates the
image function along non-smooth trajectories, one may be able
to do better than that. For example, SSOT in slab geometry
produces images of excellent quality using broken rays with
basically two (angular) directions (e.g. see [4], [7]), due to
the fact that the integration trajectories can have the scattering
“corner” at every point of the image domain. In our setup, the
reconstructions do not benefit from the presence of corners.
The phantom edges do blur if none of the linear pieces of the
broken rays touch them tangentially (e.g. see the two discs
away from the origin in Fig. 8 (b) and (c)). The rigorous
mathematical study of the “stabilization due to corners” or
lack of it is not an easy task and is subject of current research
by the authors and their collaborators.

The artifacts of second type appear due to the abrupt cut
of the (incomplete) Radon data. For example, in limited angle
CT the integrals of the image function are available only along
lines with limited angular range (e.g. in [−π/4, π/4] instead
of full range [0, 2π]). Then the recovered image may have
streak artifacts along lines that have the angular parameters
equal to the endpoints of the available limited range. In the
CT example above those would be the lines with angular
parameters equal to −π/4 and π/4 (see [6] for more details
and a great exposition of this material). In our case, the abrupt
cut of the data Rf(β, t) happens in two places, when t = 0
and t = R. The first one gives rise to a visible artifact at
the origin, since t = 0 corresponds to rays that break at the
origin. The broken rays that correspond to t = R are chords
of the disc that pass at distance Rs = R sin θ from the origin
(see Fig. 1). The envelope of all these chords is the circle of
radius Rs, along which we have a strong streak artifact in each
reconstructed image.

D. Computational Times and Relative L2 error

We now demonstrate the computational efficiency of our
developed algorithm by demonstrating the computational times
taken and the relative L2 error percentage of reconstruction.
The latter is measured only inside the disc of radius Rs
with punctured origin to account for errors away from streak
artifacts. All measurements are done for the reconstructions
obtained in Sec. IV-B.



VRT in Slab Geometry (G.A., R. Gouia-Zarrad 2013)

Theorem

f ∈ C∞(R2) in D = {(x , y) ∈ R2 | 0 ≤ x ≤ xmax , 0 ≤ y ≤ ymax}.
For (xv , yv ) ∈ R2 and fixed β ∈ (0, π2 ) consider the VRT g(xv , yv ).
Then

f (x , y) = −cosβ

2

(
∂

∂y
g(x , y) + tan2(β)

∫ ymax

y

∂2

∂x2
g(x , t) dt

)
.



Numerical Implementation (2D)



Conical Surfaces of Various Flavors in 3D



CRT in Slab Geometry (G.A., R. Gouia-Zarrad 2013)

Consider a function f ∈ C∞(R3) supported in
D = {(x , y , z) ∈ R3 | 0 ≤ x ≤ xmax , 0 ≤ y ≤ ymax , 0 ≤ z ≤ zmax}.
For (xv , yv , zv ) ∈ R3 we define the 3D conical Radon transform by

g(xv , yv , zv ) =

∫
C(xv ,yv ,zv )

f (x , y , z) ds.



3D Slab Geometry (G.A., R. Gouia-Zarrad 2013)

Theorem

An exact solution of the inversion problem for CRT is given by

f̂λ,µ(z) = C (β)

∫ z

zmax

J0 (u(z − x))

[
d2

dx2
+ u2

]2 ∫ x

zmax

ĝλ,µ(zv ) dzv dx

where ĝλ,µ(zv ) and f̂λ,µ(z) are the 2D Fourier transforms of the
functions g(xv , yv , zv ) and f (x , y , z) with respect to the first two
variables, C (β) = cos2 β/(2π sinβ) and u = tanβ

√
λ2 + µ2.



Partial Order in Rn and Positive Cones

A Partially Ordered Vector Space V is a vector space over R
together with a partial order ≤ such that

1 if x ≤ y then x + z ≤ y + z for all z ∈ V

2 if x ≥ 0 then cx ≥ 0 for all c ∈ R+

From the definition we have x ≤ y ⇔ 0 ≤ y − x and hence the
order is completely determined by V+ = {x ∈ V ; x ≥ 0} positive
cone of V .

Furthermore, for P ⊂ V there is a partial order on V such that
P = V+ if and only if

P ∩ (−P) = {0}

P + P ⊂ P

c ≥ 0⇒ cP ⊂ P
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Partial Order in Rn and Negative Cones

We consider partial orders in Rn corresponding to negative cones
(Rn)−B generated by a set of fixed basis vectors B = {v1, ..., vn},
i.e. (Rn)−B = {∑n

i=1 civi ; ci ≥ 0}.

In R2 we will use linearly independent vectors u, v as a generating
set for the negative cone. In this case the boundary of the negative
cone is a broken line.

For f ∈ L1(Rn) we define F on Rn as

F (x) =

∫
y≤x

f (y)dµ

where µ is the Lebesgue measure on Rn and y ≤ x represents the
negative cone at x with respect to partial order on Rn.
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Partial Order in Rn and Negative Cones

F (x) =

∫
y≤x

f (y)dµ



Cone Differentiation Th. (G.A., M. Latifi-Jebelli 2016)

If ≤ is the natural order on R, for an integrable function f and

F (x) =

∫
y≤x

f (y)dt

we have F
′

= f almost everywhere. Note that in this case F is
absolutely continuous.

Can we have a “similar result” in higher dimensions?

We start from two dimensions. Let f be an integrable function on
R2 (with

∫
|f | <∞) with respect to Lebesgue measure and define

F (x) =
∫
y≤x f (y)dµ using the partial order made by u, v .
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Cone Differentiation Th. (G.A., M. Latifi-Jebelli 2016)

Define Vt,s(x) as the average of f over the parallelogram centered
at x , sides of length t, s and directions u, v .

Note that the area of the parallelogram made with vectors tu, sv is
equal to |det (tu, sv)| = ts |det(u, v)|. Then

Vt,s(x) =
1

ts |det(u, v)| [F (x +
t

2
u +

s

2
v)− F (x − t

2
u +

s

2
v)

− F (x +
t

2
u − s

2
v) + F (x − t

2
u − s

2
v)]
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Cone Differentiation Th. (G.A., M. Latifi-Jebelli 2016)

Likewise, for n dimensions by a geometric argument and induction
over n we get the following averaging formula for f

Vt1,...,tn(x) =
1

t1 . . . tn |det(v1, . . . , vn)|∑
α∈{−1

2
, 1
2
}n
sgn(α1 . . . αn)F (x + α1t1v1 + . . . αntnvn)

In special case, to get a symmetric neighborhood of x we can let
t1 = · · · = tn = t to get the average of f over Pt , the
parallelograms with sides of length t centered at x

Vt,...,t(x) =
1

tn |det(v1, . . . , vn)|

∫
Pt

f dµ =
1

µ(Pt)

∫
Pt

f dµ.
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Cone Differentiation Th. (G.A., M. Latifi-Jebelli 2016)

Now by averaging over this infinitesimal symmetric neighborhood
of x and applying the Lebesgue Differentiation Theorem we have

Theorem

Let ≤ be an order in Rn made from the positive cone of v1, . . . , vn
and for f ∈ L1(Rn) define

F (x) =

∫
y≤x

f (y)dµ.

Then for almost every x we have

f (x) = lim
t→0

Vt,...,t(x).



Cone Differentiation Th. (G.A., M. Latifi-Jebelli 2016)

Theorem

Let the hypothesis of the previous theorem be satisfied and f be
continuous. Then

f (x) =
1

|det(v1, . . . , vn)|
∂

∂v1
. . .

∂

∂vn
F (x),

where ∂
∂vj

denotes the directional derivative along vector vj .

How does this help us with the inversion of the broken-ray or
conical Radon transforms?
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Inversion of BRT in 2D (G.A., M. Latifi-Jebelli 2016)

Assume that L(x , y) is the unique broken ray with vertex at (x , y)
and axis of symmetry α, where α = (αx , αy ) is a unit vector
parallel to u+v

2 . Also, let β be the angle between u and α.

Theorem

Let R be the broken ray transform on L1(R2) defined by:

(Rf )(x , y) =

∫
L(x ,y)

fdL.

Then

F (x , y) =

∫ ∞
0

(Rf )(x + tαx , y + tαy ) sinβ dt

is the integral of f over the negative cone at (x , y). Hence

f (x , y) =
1

|det(u, v)|
∂

∂u

∂

∂v

∫ ∞
0

(Rf )(x + tαx , y + tαy ) sinβ dt
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Inversion of BRT in 2D (G.A., M. Latifi-Jebelli 2016)



Polyhedral CRT in Rn (G.A., M. Latifi-Jebelli 2016)

For any x ∈ Rn, we define (Rf )(x) to be integral over the
boundary of polyhedral cone C generated by unit basis vectors
u1, . . . , un starting from x , i.e.

(Rf )(x) =

∫
∂C

f dS ,

where dS is n − 1 dimensional Lebesgue measure on ∂C .

Assume that ||ui − uj || is constant for any i and j .

Define w = u1+···+un
||u1+···+un|| .

Let Xi = span〈u1, . . . , ui−1, ui+1, . . . , un〉 be the hyperplane
containing a face of polyhedral cone and define yi to be a unit
vector in X⊥i .
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Assume that ||ui − uj || is constant for any i and j .

Define w = u1+···+un
||u1+···+un|| .

Let Xi = span〈u1, . . . , ui−1, ui+1, . . . , un〉 be the hyperplane
containing a face of polyhedral cone and define yi to be a unit
vector in X⊥i .
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Polyhedral CRT in Rn (G.A., M. Latifi-Jebelli 2016)

Theorem

Let R,w , yj be defined as above, then

F (x) =

∫ ∞
0

(Rf )(x + wt)〈w , y1〉 dt

is the integral of f over the polyhedral cone generated by u1, . . . un
starting from x . Hence

f (x) =
1

|det(v1, . . . , vn)|
∂

∂v1
. . .

∂

∂vn

∫ ∞
0

(Rf )(x + wt)〈w , y1〉 dt.



Range Description (G.A., M. Latifi-Jebelli 2016)

Existence of f such that F (x) =
∫
y≤x f (y) dµ.

What is the necessary and sufficient condition for a function F to
be a cone integral of another function f ≥ 0 with respect to a
given order structure in Rn?

In case of n = 1 the answer was provided by absolute continuity.

We apply the Radon Nikodym Theorem to get the desired
description of F . For a given F , we construct a corresponding
measure ν that implies existence of f .

We use the above conditions to obtain a range description for CRT.
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